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M otivation

® JETNET isaNN package written in FORTRAN:
Facilitates training/testing of networks
Anonymous ftp from: thep.lu.se (latest version 3.5)
Widely used and well understood
Very useful

e ROOQOT: “an object oriented framework aimed at handling the
data analysis challenges in HEP':
Aids users in managing large amounts of data

Widely used and well understood
Very useful
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ROOT JETNET Overview

e Goals:
Establish aflexible and ssimple way of running JETNET from ROOT
Allow non-FORTRAN programmers accessto JETNET
Preserve JETNET functionality

® Wherecan | obtain the Root_Jetnet package?
CDF members: offline CV S repository, package name = Root _Jet net
Others: http://cdfpc2.mps.ohio-state.edu/root_to_jetnet/rtj.htmi

e Documentation:
CDF Note 5434, “A ROQOT Interfaceto JETNET”
Included in Root_Jetnet code package
Also useful: ROOT manual, JETNET 3.5 manual (see the Note for cites)
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ROOT _JETNET Overview

The ROOT_JETNET interface has three components:

ROQOT-gde C++ class definition and scripts:
® Choose and set the NN parameters
® Runthe NN learning job
" Plot input variables, NN performance, error, and output distribution
® Can be modified by user according to needs
JETNET.exe (FORTRAN):
Input: Datafiles for each class of input and NN parameter file
Performstraining/testing with JETNET subroutines
Output: Performance and weightsfile
User will not need to change it (typically) but can do so if needed
ASCII files:
® Datafiles for different classes
" NN parameter file

® Weightsfiles from trained net, per for mance file documenting learning progression.

Christopher Neu OSU/CDF Workshop on Advanced Multivariate and Statistical Techniques May 31, 2002

Page 4



ROOT_JETNET Overview

for N classes (ASCI) < C++ code within
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ROOT
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ROOT _JETNET Overview

® Changessince Run 2 AAG Workshop (2/2001):
Weights can be initialized to non-random values
Now usable on IRI X (formerly just LINUX)
New plotting options
Accessto more JETNET tunable parameters
Root_Jetnet class definition:
® Formerly: one cumbersome script (root_to_jetnet.C)

® Now: RJ class defined by Root _Jet net . hh, . cc; these methods are called via user -
written scripts suchasRoot _Jet net _nacro. C

Updated documentation
® Documentation describes all methods and how they can be used

® Best way to realy learn how the Root_Jetnet package can be used isto go through
a brief example

Sorry...Laptop projection not good for this room, otherwise we could have an
Interactive introduction!
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Usingthe ROOT _JETNET Interface:
A First Example

As an instructive exercise, let us consider the task of discriminating two classes of
simulated physics events. We seek to train a network that discriminates between
ttbar and W+jets background events:

Note: up to 10 different classes can be presently accommodated in Root_Jetnet (more can be added).
Note?: this example (including sample input files) isincluded in Root_Jetnet package.

ENShtain and compile the FORTRAN in Linux and C++ classin ROOT.
0. Input Files:
> ASCII; constructed by user

> Best to include a quasi-global set of ~all possible inputs one may choose from(thisis a
convenience issue); up to 20 possible inputs can presently be accommodated in
Root_Jetnet (more can be added)

> 1 file per sample (signal, bkgl, bkgz, ...)
> Rows (1 row/event) and Columns (1 column/possible input dimension)
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|nput File Format

| nput space consists of the following 9 variables:

¢ E;jet1,23

e hjetl23

* Missing E;

° HT

* Number of jetswith E; > 10 GeV, and |h| < 2.75
t jet 1
t jet 2
t jet 3
ta 1
ta 2
ta 3
et

Ht

Wjet
h4 .55BE7451 40.BB4G520GF7 22 .455444085 -1 O0REBOBEL -1.B6102273 -0.7VH334225 45 0BEBI03SE. ..
2525200208 20.3080B75h 28, 32822800 -1.17113485 -1 06426785 -1 .405B5402 32.5Dh7V2B30...
140 . 77288682 28 BEODEEG1 21 . 856326886 -0.1B324453 -0.73315042 —-0.07041404 124, 54158383, |
85 .6542¥5123 58.13753510 50.7B130841 (.52858304 J.032565952 -1.33528435 43.20137024...
43 22183502 35, 34001385 25.91752161 (.5515B044 -0.43520320 0.27BG54B11 55.30053433,..
151.51328125 63.37516730 bhH.B42¥7344 —0.56652613 -0.58155626 —0.053367¥b5 41.5183B3543...
B1.0b2520GTFH 26. 22723573 17 .36202240 -0 .443317h4 O.7BFHELRIT —0.34574730 42 BO5G633321. . .
102 .23712158 75.03B52000 50.54245420 -3.5155219 1.77900207 -1.20707672 62.731B5111...

R 244 5 5% 0 0.4 =7 0. 31330557
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Setting the NN Parameters

1. Within ROOT session, the user can now set various parameters that are
relevant for the task at hand:

Define the input data files (with sufficient pathnames included)
Direct the output of the JETNET exe to some user-defined directory
Define the desired NN ar chitecture. We choose 9-9-1 here.

Number of learning epochs. We choose 1000 epochs here.
Minimization technique.

Targetsfor each output node for each input class:
» We have two input classes, and one output node.
» Itisnatural thenin this binary situation to demand NNOut(signal) = 1 and
NNOut(bkgd) =0
Various other settings like update frequency, momentum...

For all these tasks one uses descriptively-named methods such as

“setEpoch(1000)”. Seethe documentation for details.
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2. User may plot the variables for input samples:
* Therearetwo classes, nineinput dimensions.
 Red issigna, Open is background.

e Use method plotinput1lD()

ANjei
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Train the NN

3. One must choose which of the 9 inputs we will use:
> For thisexample, let’s use all nine.
> Thisis represented in the code by a nine-character TString “111111111”

> |f instead we wanted to forsake one of the inputs and train on only 8 of the input
dimensions, we would use “111011111”

> |n thisway we can easily switch between different input configurations

4. And one must now create the parametersfile:
> Default name: net specs. dat
> Created with method net fi |l e()
> This ASCII file documents al the user-desired settings applied above
> net specs. dat isoneinput to jetnet.exe
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Train the NN

5. Train thenetwork: Run in default mode, using current parameters:
* Executed viamethod j et net ()

 JETNET exeiscaled from within ROOT viagSyst em >Exec(. .)

* Inputsare scaled to approximately the same range before training
* NN istrained according to parametersin net specs. dat

* Output isafile containing NN weights for trained network
® A pieceof C codeis generated that can be cut and paste into a macro
®  This code can be used to process new events.

6. Examine performance of NN learning and NN output
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Checking Results: Performance
and Error

*Mean square error and perfor mance values per epoch number.

*Performance is an arbitrary benchmark and should not be relied on for making
judgments on NN adequacy.

*Recall that the network is “trained” by iterative adjustment of weightsin order
to minimize the mean squareerror.

*\Watch for overtraining

| Training (red) and Testing (hlue) Errar I | Training (red) and Testing (blue) Performance I
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Checking Results: NN Output

NN Qutput:
: NN Output | |
-Plot made with method pl ot NN( ) : e |
*Good separ ation Sooo|| . ttbar
-One can be confident that NN training Tl e
was successful s00 | W +jets bkgd -
*Note that when gauging the il ::i
performance of any NN, one should use i
a data samplethat isindependent a0olk “
from the sample used to train the net. [
200:
i
0 0.2 0.4 0.6 0.8 1
NN Ouipui
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Other Options

There are avariety of ways one can train networks within Root_Jetnet:

 Runinasingle shot mode, using current parameters (above).
» Method: j et net ()
o Choose different input variables and run again, all other parameters remining the
same.
» Method: j et net (“110100111")
* Loop over numbersof hidden nodes.
> Method: j et net (“110100111”, 9, 18)
» Generates 10 performance and 10 weights files, one set for each configuration
o |teratively train NNsfor every possible input configuration for various numbers of
hidden nodes
» Method: jetnet(Int_t IterativeStudyFl ag)
» Generates MANY files and takes along time.
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Summary

We have aflexible interface which allows running the JETNET executable from
ROOT. Theinterface allows the user to:

Easily make modifications to architecture and input set

Run in different modes (single, loop over inputs, loop over hidden nodes..)

Make various plots (performance, error, output)

Produce the NN function in a convenient format (.C function)

Possible improvements:
Online comparison of Bayes discriminant to NN output in input space for gauging
learning adequacy
Allow input from ROOT files

Vary learning parameters in training (rate, momentum) in the same way the number of
hidden nodesis varied

|mplement additional hidden layers

Questions/Compliments/Complaints:
Email: neu@fnal.gov, pkoehn@fnal.gov, catutza@fnal.gov
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